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(57) ABSTRACT 
A memory access technique for use in digital data pro 
cessing apparatus, particularly in mini-computer sys 
tems, in which a plurality of memory modules are used, 
each of the modules having a main memory and a 
higher speed auxiliary, or "cache” memory, the data in 
the "cache" memories of a plurality of modules being 
capable of storage therein in an interleaved manner, 
Appropriate modifiable interconnection means, such as 
modifiable jumper connections, are provided on each 
memory module to permit the modules to be arranged 
for either interleaved or non-interleaved operation. As 
additional modules are added to the system, additional 
"cache" memory storage is automatically added and the 
capability of higher order interleaving becomes readily 
possible. 

10 Claims, 16 Drawing Figures 
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1. 

MEMORY ACCESS TECHNIOUE 
INTRODUCTION 

This invention relates generally to memory systems 
for digital computers and, more particularly, to im 
proved memory systems utilizing high speed buffer 
memory units for establishing a storage hierarchy, 

DESCRIPTION OF THE PRIOR ART 
Access to memories of high speeds is of utmost con 

cern in order to provide for the rapid processing of data 
and to take advantage of the high speed central proces 
sor units (CPU) presently available. One way to achieve 
increased memory speed is to provide for a memory 
hierarchy scheme wherein a large and relatively slow 
main memory unit and a smaller, high speed auxiliary 
memory unit are connected to the central processing 
unit. The fast memory, commonly known as a "cache' 
memory unit, serves as a means for storing selected data 
from the main memory. The data from the main mem 
ory, which is loaded into the cache unit in quantities of 
usually several words (or bytes) at once, is selected to 
include data which it is anticipated will be requested by 
the CPU in subsequent memory requests. If such is the 
case, then memory speed is accordingly increased by 
serving the CPU from the high speed cache memory 
rather than from the slower speed main memory. 
A memory system of the cache type requires memory 

management which must determine: first, whether data 
requested by the CPU is in cache and, if so, where; 
second, if such data is not in cache, at what location in 
cache is the data from the slow memory to be loaded; 
third, how does the CPU modify fast and slow memory, 
and, fourth, how is the system to be initialized on pow 
er-up. 
A cache memory scheme also uses an associative 

memory unit which contains the addresses of data in the 
cache as related to the slow memory. This associative 
memory can be effectively implemented as a content 
addressable memory (CAM) which provides for a si 
multaneous search of all its locations to determine if the 
data desired by the CPU is in the cache, and if so, 
where. '. 

Among the several items, governing the performance 
of a memory system of the type being discussed, is the 
ratio of speed between the slow memory and the cache. 
This also may be determined by the relative size of the 
cache and slow memory. Once a cache size and speed is 
selected to provide desirable performance memory 
management must be arranged to provide an efficient 
method for the replacement of old words in cache with 
neW Ones. 

In order to increase the effectiveness of the cache 
memory system it is desirable that the speed of opera 
tion thereof be further improved so that the gain in 
performance originally obtained by the use of a cache 
technique be even further enhanced. 

SUMMARY OF THE INVENTION 
In accordance with the invention the cache memory 

system increases the overall speed of operation by utiliz 
ing an interleaved cache memory system, Normally 
groups of words which are expected to be used in se 
quence are stored in a cache memory unit so that access 
thereto can be obtained at the higher speed of operation 
provided by the cache rather than at the lower speed of 
the main memory. However, such sequentially used 
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2 
words cannot be made available simultaneously since 
access to only one module at a time can be achieved. 
Hence, even if memory management can be arranged to 
overlap portions of sequential steps in a sequence of 
operations by providing for accessing of a subsequent 
word before the processing step for the previous word 
has been completed, advantage cannot be taken of such 
operation if the sequential words are stored in the same 
cache memory unit. 

In accordance with the interleaving process, words 
which are normally expected to be requested in se 
quence are stored in different cache memory units. Such 
an interleaved storage technique thereby reduces the 
chance that words which are to be used sequentially 
will reside in the same cache and increases the chance 
that such sequential words can be accessed effectively 
simultaneously, i.e., the next word of a sequence can be 
accessed before the processing of the previous word has 
been completed. In this way, the overall speed of opera 
tion can be enhanced for systems wherein such overlap 
ping access can be achieved. 
In arranging such interleaved cache systems, particu 

larly for relatively small computer systems wherein 
storage capacity is relatively small, the overall memory 
system can be arranged in the form of a plurality of 
memory modules, each module having a first portion 
having a relatively slow speed of operation and a rela 
tively large capacity together with a second portion 
having a much smaller capacity and a much higher 
speed of operation, i.e., a "cache" portion. For example, 
a 64-K word memory system may be arranged to use 
eight modules, each module having an 8-K main storage 
portion and a cache portion utilizing four blocks of four 
words each. In such a system, 32 blocks of cache words 
are available, such words being capable of storage in a 
two-way, a four-way, or an eight-way interleaved fash 
ion as described in more detail below. 
An important advantage of such a system lies in the 

fact that each memory module includes both a main 
memory portion and a cache memory portion. As main 
memory capacity is increased by the addition of one or 
more modules, cache memory capacity is also in 
creased. Moreover, means are provided on each mem 
ory module for permitting the relatively easy selection 
of an appropriate interleaving of the cache memories 
thereof in accordance with the number of memory 
modules being used. 
The invention can be described in more detail with 

the help of the following drawings wherein 
FIG. 1 is an overall block diagram of a memory mod 

ule of the invention using a main memory and an auxil 
iary cache memory; 
FIG. 2 shows a more detailed view of a portion of the 

main and cache memories of the module of FIG. 1; 
FIG. 3 shows a still more detailed view of a part of 

the main memory and cache memory of the memory 
module of FEG. 1; 
FIG. 4 shows a more detailed portion of another 

portion of the memory module of FIG. 1; 
FIGS. 5 and 6 show the timing logic of the memory 

module of FIG. 1 
FIG. 7 shows a timing diagram depicting the time 

relationship among various signals of the timing logic of 
FIGS. 5 and 6; 
FIGS. 8, 9 and 10 show more detailed diagrams of the 

memory control logic of FIG. 1; 
FIG. 11 shows more detailed diagrams of the refresh 

logic of FIG. 1; 
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FIG. 12 shows a more detailed drawing of the logic 
for providing operation in an interleaved or non-inter 
leaved manner of the cache memory of the memory 
module of FIG. 1; and 
FIG. 13 shows an alternative embodiment of the logic 

shown in FIG. 12; 
FIGS. 14-16 are diagrammatic illustrations used to 

explain the operation of the logic of FIG. 13. 
DESCRIPTION OF THE PREFERRED 

EMBODIMENT 

With reference to the drawings, a block diagram 
generally describing a typical memory module used in 
the present invention is illustrated in FIG. 1 wherein 
there is shown a main memory portion 31 having a 
cycle time, for example, of 600 ns and a smaller, higher 
speed semi-conductor memory 32, generally referred to 
as the cache, having a cycle time, for example, of 100 ns 
to 200 ns. Main memory portion 31 is connected to a 
memory data bus and, in addition, from a memory ad 
dress register 33, the latter in turn being connected to a 
memory address bus, as shown, via a memory data 
buffer register 38. 
An associative memory unit in the form of a content 

addressable memory (CAM) 34 is connected from the 
memory address register 33 and is designed to compare 
data on its inputs with data already stored in its memory 
to indicate a match when these data are identical. This 
equality search is performed on all bits in parallel. The 
stored data is four twelve-bit words and the signal input 
is one eleven-bit word from the memory address regis 
ter 33 and a validity bit. The outputs of CAM34 include 
a signal to the cache memory 32 when a match is found 
(MATCH) and a signal to the main memory 31 when a 
match is not found (MATCH). In addition, an address, 
denoted as RA and RB, designating a fast memory 
location in cache 32 is supplied to the cache when a 
match occurs. 
The main memory 31 is also connected for loading 

the cache 32 with four words or one block of memory 
data when instructed to do so. The WA and WB signals 
which are supplied to the cache 32 and to the CAM 34 
will always denote the cache address where the data 
from the main memory portion 31 is to be written and is 
obtained from the cache word replacement logic unit 
35. The specific logic used for such unit does not form 
a necessary part of this invention and any appropriate 
method for selecting the words which are to be stored 
in cache may be used. One appropriate technique, and 
the logic therefor, is described in pending U.S. Patent 
application Ser. No. 436,023 now Pat. No. 3,949,369, 
entitled "Memory Access Technique", filed by William 
P. Churchill on Jan. 23, 1974 and assigned to the same 
assignee as this invention. 
The memory control logic 37 is connected to cache 

memory 32, main memory 31, CAM 34, and cache 
word replacement logic 35 to ensure that the proper 
sequence of information handling is maintained, as will 
become evident hereinafter. 
The system of the invention preferably utilizes a dy 

namic semiconductor main memory 31 which, since the 
data stored therein deteriorates over a time period, 
requires that such data be appropriately refreshed on a 
periodic basis. Suitable refresh logic 39 and an "Address 
Save” register 40 are required for such purpose as de 
scribed in more detail below, 
As can be seen in the embodiment described in FIG. 

2, the main memory comprises four rows 31A, 31B, 31C 
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4. 
and 31D of memory chips corresponding to Row (b, 
Row 1, Row 2 and Row 3, respectively, each row in 
cluding 21 memory chips and each chip being a (2KX 1) 
chip. Thus, the main memory has a capacity for the 
storage of 8K words, each word being 21 bits in length. 
A cache memory 32 comprises 21 4-bit memory chips 
and, therefore, has a total capacity of 84 bits represent 
ing four 21 bit words. The system is arranged so that 
four words are written into the cache memory from the 
main memory at a time, while a single word is written at 
any one time into the main memory from the central 
processor unit. 
As seen more specifically with reference to FIG. 3, 

typical connections between the specific column of four 
registers 50, 51, 52 and 53 in the main memory, each of 
which stores a bit of each of 8K words stored in the 
overall main memory, and a register 54 of the cache 
memory which stores a bit of four words stored in the 
cache memory are depicted. For the system being de 
scribed herein, such column represents one of twenty 
one such columns for storing 21-bit words in the main 
and cache memories, 16 of such bits representing the 
bits of a 16-bit data word and the remaining 5 bits being 
utilized for error correction purposes not forming a part 
of the invention herein. Accordingly, the interconnec 
tions with respect to the latter bits are not described in 
detail. 
The interconnections between the four rows of main 

memory registers (each row containing 16 of such regis 
ters) and the cache memory registers (comprising 16 of 
such registers) are arranged in groups of four columns, 
one such group being specifically shown in FIG. 3 with 
reference to the interconnections between main mem 
ory registers 1-4 of Rows b-3 and cache memory regis 
ters 1-4. Although not shown specifically in the draw 
ings, substantially the same corresponding interconnec 
tions are provided with reference to main memory reg 
isters 5-8 of Rows (b-3 and cache memory registers 5-8, 
main memory registers 9-12 of Rows d-3 and cache 
memory registers 9-12, and main memory registers 
13-16 of Rows b-3 and cache memory registers 13-16. 
The memory bits MB-MB15 are supplied from the 

memory data bus via the memory data buffer register 
41. Cache register #1, for example, stores a bit from 
each of four registers of a particular row, here specified, 
for example, as Row d of the main memory, while 
cache register #2 stores a bit from each of four registers 
of Row 1 of the main memory, cache register #3 stores 
a bit from each of four registers of Row 2 of the main 
memory and cache register #4 stores a bit from each of 
four registers of Row 3 of the main memory. Thus the 
16 cache data registers store four 16-bit data words (as 
well as four 5-bit error correction words) in the system 
described. 
The WA and WB signal denote the addresses into 

which the words are to be stored, such storage occur 
ring as a result of a LOAD CACHE signal. The cache 
memory can transfer a word to the memory data bus via 
memory bus drivers 42 (one element of the first column 
being designated as element 42A as shown in FIG. 3). 
The RA and RB signals denote the address from which 
such word is to be read, such transfer occurring as a 
result of a DATA TO BUS signal. Appropriate timing 
signals are supplied to the main memory 31, as well as 
address signals Ad - A10 as shown, data being entered 
into the main memory upon the occurrence of write 
enable signals, Web - W3, for each of the rows of the 
main memory. 
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As seen in FIG. 4 the memory address register 33, in 
addition to supplying the 11-bit address and validity 
information to the CAM 34, also supplies the bits 
(MD14 and MD15) which identify the address to be 
saved in the address save logic 44 during the write 
operation as described below. 
FIGS. 5 and 6 depict the timing logic for the memory 

module and include a synchronous clock register 45 
which provides the timing signals T1–T4 and the logic 
for producing the F11, F12 and F13 driver signals. 
Because of electrical loading considerations such sig 
nals are generated as the plurality of signals FI1A 
F1 L, FI2A-FI2F and FI3A-F3F shown in FIG. 6 for 
driving different logic elements required for operation 
of the main memory. The relationship of the timing 
signals of FIG. 5 and certain other signals of the mem 
ory module is shown in the timing diagram of FIG. 7 for 
operation over the 800 nanosec. operating cycle of the 
main memory. 
The clocks of the MOS main memory are driven by 

the clock driver signals shown in FIG. 6, which latter 
signals are in turn driven from the timing signals from 
the clock synchronous register 45. The clock drivers 
operate in three stages. The first stage, requiring clock 
driver signals FI1A-FI1L, provides for precharge and 
initialization of the main memory, thereby effectively 
starting the operation of the main memory and latching 
addresses at the end of such stage. All rows of the main 
memory are read into the cache simultaneously. 
The second stage, requiring clock driver signals FI 

2A-FI2F, is a "read" stage for reading data out of each 
memory unit matrix (i.e., each 2K chip of the main 
memory). 
The third stage, requiring clock driver signals FI3A 

FI3F, is a "write' stage and writes data into the main 
memory from the memory data register or completes 
the refresh cycle (as discussed below). 
The memory control logic is depicted in FIGS. 8, 9 

and 10. FIG. 8 shows three registers 46, 47 and 48 for 
providing appropriate control signals as shown. For 
example, once the memory module has been selected by 
the central processor unit a suitable control signal indi 
cates that selected module has accepted the address 
from the memory address bus and that the processing of 
such address can begin. Further, signals for beginning 
the read or write cycles (READ CYCLE, WRITE 
CYCLE) are provided, as well as signals indicating 
whether a data transfer from the memory module is still 
pending (TRANSPEND), and whether the memory 
data bus is ready for the transfer of data thereto 
(VALID TP). Further signals include a request for a 
refresh cycle (REFRESH) and the initiation of such a 
refresh cycle (REF CYCLE). If the module is in an 
error correction cycle (ECORCY), a signal is provided, 
while the presence of an appropriate clock signal 
(MC4SYN) provides for internal synchronization of the 
read and/or write operations without the need for ex 
ternal synchronization thereof from the central proces 
sor unit. If it is desired that the data at a selected address 
in the main memory of the module is to be changed and 
data at such address is also stored in the cache memory, 
a (REMOVE) signal is provided while the data is up 
dated in the main memory, which signal indicates that 
the previously stored data in the cache is invalid and 
prevents a match from being made at the CAM 34 by 
writing the invalid condition in the CAM 34 (LOAD 
CAM). If a command to load the cache memory 
(LOAD CACHE) has been made the data which is so 
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6 
loaded into the cache is not available for access until a 
suitable time has passed for such operation to be fully 
completed. In order to prevent the transfer of such 
cache data onto the memory data bus until such time, 
such data is not made available until a (LOAD CACHE 
SV) signal is provided by register 48 which signal is 
present at a suitably delayed time after loading of the 
cache has commenced. 
The register 49 shown in FIG. 9 provides a (RE 

MOVE SV) signal, a (BUSY SV) signal, a (MEM 
SELECT SV) signal and a (MATCH SV) signal as 
shown. In a manner similar to that discussed above with 
reference to the (LOAD CACHE SV) signal, such 
signals are delayed by preselected time periods follow 
ing initiation of the operations specified so that such 
operations can be fully completed before a subsequent 
operation in connection therewith can commence. 
The refresh logic is shown in FIG. 11. As is known, 

MOS memories require that the data stored therein be 
periodically refreshed. In accordance with the system 
shown, the (2KX 1) memory chips have memory cells 
arranged in a 32 x 64 matrix, the 64 bits of a particular 
one of the 32 rows being refreshed simultaneously 
(within less than 2 millisec.), and a particular row being 
refreshed every 25 microsec. so that the overall mem 
ory matrix of each (2KX 1) chip is refreshed every 800 
microsec., which is adequate for periodically refreshing 
presently available MOS memories, for example. 
As seen in FIG. 11, a 25 microsec. timer 50 is used 

together with a 5-bit refresh counter 51 for providing 
the counter signals to permit refreshing of all 32 rows. 
A read-only memory 52 (ROM) provides the write 
signals Web-W3 for each of the four rows of (2KX 1) 
memory chips of the main memory in accordance with 
the WRITE CYCLE signal from the memory control 
registers of FIG. 8 and the WD14 and WD15 signals 
from the address save logic of FIG. 4. The address 
driver signals Ad-A4 are derived during the refresh 
cycle from the R1-R5 signals from the counter 51 in 
accordance with the SET REF CYCLE signal from 
FIG. 8. 
FIG. 12 depicts the connections required at the mem 

ory module for providing interleaved or non-inter 
leaved operations of the cache memory. The operation 
thereof for each type of interleaved process uses the 18 
bit address of the system. Of the 18 bits available in an 
address, the main memory address information, as men 
tioned above, requires 11 bits, identification of the mem 
ory module selected requires 5 bits (for a system using 
32 memory modules), and identification of the particu 
lar word in the cache memory of the selected module 
requires 2 bits. 
For a non-interleaved system the address bits are 

arranged as follows from the most significant bit (MSB) 
to the least significant bit (LSB): 

MSB LSB 
MODULE MAIN MEMORY CACHE 
SELECT ADDRESS WORD 
(5 Bits) (11 Bits) (2Bits) 

18 Bits 

For interleaved systems using 2-way, 4-way and 8 
way interleaving the address bits are arranged as fol 
lows: 
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MSB LSB 
MODULE MAIN MEMORY MODULE CACHE 
SELECT ADDRESS SELECT WORD 5 
(4 Bits) (11 Bits) (1 Bit) (2 Bits) 

18 Bits 

MSB LSB 
MODULE MAN MEMORY MODULE CACHE 
SELECT ADDRESS SELECT WORD 
(3 Bits) (1 Bits) (2 Bits) (2 Bits) O 

8 Bits 

MSB LSB 
MODULE MAN MEMORY MODULE CACHE 
SELECT ADDRESS SELECT WORD 
(2 Bits) (11 Bits) (3 Bits) (2 Bits) 15 

8 Bits 

Thus, for a 2-way interleaving process, a 16K mem 
ory system uses two 8-K memory modules (designated 
as modules 1 and 2), each having a cache memory capa 
ble of storing four blocks of words (designated as blocks 
A, B, C and D). In accordance therewith, a sequence of 
32 word blocks d-31 can be stored in the word blocks of 
the cache memories of the modules in the following 25 
3. 

WORD BLOCKS b-31 - CACHE MEMORY 
BLOCKS 1A-1D and 2A-2D 

30 

O 2 3 4 5 6 7 

A 2A 1B 2B 1C 2C D 2D 

8 9 10 12 3 4. 15 

1A 2A 1B 2B 1C 2C O 2D 35 

16 7 18 19 20 2 22 23 

A 2A B 2B C 2C 1D 2D 

24, 25 26 27 28 29 30 31 40 

1A 2A 1B 2B 1C 2C D 2D 

For a 4-way interleaving process in a 32K memory 
system using four 8K memory modules a sequence of 32 is 
word blocks can be stored in the cache memories as 
follows: 

WORD BLOCKS d-31 - CACHE MEMORY 
BLOCKS 1A-1D, 2A-2D, 3A-3D and 4A-4D SO 

O 2 3 4 s 6 7 

A 2A 3A 4A 1B 2B 3B 4B 

8 9 10 2 13 4. is 55 

C 2C 3C 4C D 2D 3D 4D 

6 7 18 19 20 21 22 23 

A 2A 3A 4A B 2B 3B ' 

24, 2S 26 27 28 29 30 31 

1C 2C 3C 40 D 2D 3D 4D 

For an 8-way interleaving process in a 64K memory 6 
system using eight 8K memory modules a sequence of 
32 word blocks can be stored in the cache memories as 
follows: 

8 

WORD BLOCKS -31 
CACHE MEMORY BLOCKS 1A-1D, 2A-2D, 
3A-3D, 4A-4D 5A-5D, 6A-6D, 7A-7D, 8A-8D 

O 2 3 4. 5 6 7 

la 2A 3A 4A SA 6A 7A 8A 

8 9 O 11 2 3 14 15 

B 2B 3B 4B 5B 6B 7B 8B 

16 7 18 19 20 2 22 23 

C 2C 3C 4C SC 6C 7C 8C 

24 25 26 27 28 29 30 31 

D 2D 3D 4D 5d 6D 7D 8D 

In setting up each memory module for use in a non 
interleaving or an interleaved operation the bits of the 
18-bit address are identified in the particular system 
being described as comprising 15 address bits, PAdb 
through PA15, and 3 extra address bits, XPAdb through 
XPA2, which bits can be allotted as follows for each 
type of operation. 

Operation Address 
Non 
inter- MSB LSB 
leaved MoDULE CACHE 

SELECT MEMADDRESS WORD 
(5 Bits) (11 Bits) (2 Bits) 
XPAO. PA4 
XPA2 PAS 
PA1, PA2 PA3 - PA13 

2-Way 
Inter- MSB LSB 
leaved MoDULE MODULE CACHE 

SELECT MEMACDRESS SELECT WORD 
(4 Bits) (11 Bits) (1Bit) (2 Bits) 
XPAO 
XPA2 PA14 
PA1 PA2. PA2 PA3 PA15 

4-Way 
Inter- MSB LSB 
leaved MoDULE MODULE CACHE 

SELECT MEMADDRESS SELECT WORD 
(3 Bits) (11 Bits) (2 Bits) (2 Bits) 
XPAO. PA2 PA4 
XPA2 PA - PA PA13 PAS 

8-Way 
Inter- MSB LSB 
leaved MoDULE MODULE CACHE 

SELECT MEMADRESS SELECT WORD 
(2 Bits) (11 Bits) (3 Bits) (2 Bits) 
XPAO XPA2 PA PA4 
XPA1 PA-PA10 PA13 PAS 

For example, in the non-interleaved case the first five 
most significant bits are available to identify the mem 
ory module which is selected. In an 8-way interleaved 
system, the modules are identified by the first two most 
significant bits together with the third, fourth and fifth 
least significant bits. The memory address comprises ll 
bits which identify the cache block of the cache mem 
ory in the selected module and two bits are required for 
identification of the cache word within the identified 
cache block. 
Implementation of the schemes discussed above in 

each memory module is shown in FIG. 12 wherein the 
logic accepts address information with reference to bits 
XPAdb-XPA2, PA1, PA2, and PA11-PA13, which bits, 
as seen above, are the only bits which are involved for 
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identifying the module and cache selections in each of 
the non-interleaved and interleaved situations. 
LOW BIT d, LOW BIT 1 and LOW BIT2 represen 

the fifth, fourth and third least significant bits, respec 
tively, of the 18-bit address. The main memory address 
utilizes all three low bits as PA11, PA12 and PA13 for 
a non-interleaved scheme, utilizes only LOW BIT 1 and 
LOW BIT 2 as PA11 and PA12 for a 2-way interleav 
ing, utilizes only LOW BIT 2 as PA11 for 4-way inter 
leaving and utilizes none of the three low bits for 8-way 
interleaving. In each case where PA11, PA12 and PA13 
are not used in the main memory address they are used 
to identify the correct module to be selected, as dis 
cussed above. 
A plurality of switches 80-87 are utilized to provide 

the appropriate interconnections for selecting the de 
sired memory module for both non-interleaved and 
interleaved situations. For a system utilizing 32 8K 
memory modules, selection thereof is identified by the 

10 
12 which are required for different situations are appar 

15 

appropriate use of switches 80, 81, 83, 85 and 87 which, 20 
in any particular situation, accordingly, can be consid 
ered for convenience as representing a 5-bit code to 
signify a selected one of 32 modules. The placement of 
such switches to the left as shown in the drawing can be 
said to represent a "0" and placement to the right a "1", 
as depicted in FIG. 12. As an example, if selection of the 
next to the lowest memory module is to be made and 
such module corresponds to the five-bit code 00001, 
switches 80, 81, 83 and 85 are in their left (or "0") posi 
tion while switch 87 is in its right (or "1") position. 

Further, the selection of positions for switches 82, 84 
and 86 provides an appropriate means for selecting a 
suitable interleaved or non-interleaved situation. For a 
non-interleaved position all of such latter switches are 
placed in their left (or "N") positions, while for two 
way interleaving only switch 86 is placed in its right (or 
"I') position, for four-way interleaving both switches 
84 and 86 are placed in their right positions, and for 
eight-way interleaving all three switches 82, 84 and 86 
are placed in their right positions. 
As a further example, if a module represented by the 

five-bit module selection code 00010 is to be selected in 
a two-way interleaved situation, switches 80, 81, 83 and 
87, as well as switches 82 and 84, are in their left posi 
tions while switches 85 and 86 are in their right posi 
tions. 
As a further example, if the highest address block of 

the 32 memory modules (represented by 11111) is se 
lected in an eight-way interleaving situation, all of the 
switches 80-87 are placed in their right positions. 
Alternatively, the switches can be replaced by termi 

nals which can be appropriately interconnected by suit 
able jumper connections, as shown in FIG. 13. In order 
to illustrate how such jumper connections are arranged 
for particular exemplary module selections and the 
particular exemplary selections of an interleaved or 
non-interleaved situation, all of the terminals of FIG. 13 
(i.e., corresponding to the terminals in the columns 
designated 90-94) are set forth diagrammatically in 
FIGS. 14, 15 and 16 and the jumper connections corre 
sponding to the switch connections for the three exam 
ples discussed above with reference to FIG. 12 are 
shown therein. 
Thus, in FIG. 14, module selection jumpers 95 are 

connected as shown to provide a module selection cor 
responding to module select code 00001, while jumpers 
96 are connected as shown to provide a non-interleaved 
situation. 
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In FIG. 15, module selection jumpers 95 provide for 

selection of a module in accordance with module select 
code 00010, while jumpers 96 provide for two-way 
interleaving. . . " r . . 
. In FIG. 16, module selection jumpers 95 provide for 
selection of a module in accordance with module select 
code 11111, while jumpers 96 provide for eight-way 
interleaving. 

In each case the pattern of jumper connections in 
FIG. 13,and the pattern of switch connections in FIG. 

ent from the examples discussed above. 
What is claimed is: 
1. A memory module for use in a data processing 

system having a plurality of memory modules and a 
memory address bus for transferring addresses in said 
system, each said memory module comprising 
a main memory means operable at a first speed; 
an auxiliary memory means operable at a second 
speed higher than said first speed for temporarily 
storing selected portions of the data stored in said 
main memory means; 

associative memory means for temporarily storing 
selected main memory addresses and comparing the 
stored addresses with an address supplied from said 
memory address bus to said associative memory 
means during a read or write operation to generate 
comparison data for indicating whether data re 
quested by said supplied address is stored in said 
auxiliary memory means; and 

means for storing said selected data portions in said 
auxiliary memory means so that the data stored in 
the auxiliary memory means of all of said plurality 
of memory modules are arranged in an interleaved 
manner such that data which are expected to be 
referenced sequentially during the operation of said 
data processing system are sequentially stored in 
the auxiliary memory means of different ones of 
said memory modules. 

2. A memory module for use in a data processing 
system in accordance with claim 1 wherein said system 
comprises N memory modules, where N is an even 
integer, said selected data portions being stored in an 
N-way interleaving manner such that each sequential 
group of Nsequential words is stored sequentially in the 
auxiliary memory means of said N memory modules, 

3. A memory module for use in a data processing 
system in accordance with claim 2 where N is 8. 

4. A memory module for use in a data processing 
system in accordance with claim 2 wherein N is 4. 

5. A memory module for use in a data processing 
system in accordance with claim 2 wherein N is 2. 

6. A memory module for use in a data processing 
system in accordance with claim 1 wherein 

the addresses used in said system are arranged to 
include a first plurality of bits for identifying a se 
lected memory module, a second plurality of bits 
for identifying an address in the main memory 
means of said selected memory module, and a third 
plurality of bits for identifying a selected word in 
the auxiliary memory means of said selected mod 
ule. 

7. A memory module for use in a data processing 
system in accordance with claim 6 wherein each said 
memory module includes logic means responsive to said 
first plurality of bits of said address for determining said 
selected memory module. 
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8. A memory module for use in a data processing 
system in accordance with claim 7 wherein said logic 
means includes 
modifiable interconnections which are selectively 
arranged so that the positions of said first plurality 
of bits in said word addresses are allotted in accor 
dance with the manner in which data in said auxil 
iary memory means are interleaved. 

9. A memory module for use in a data processing 
system in accordance with claim 8 wherein said modifi 
able interconnections comprise a plurality of switch 
means, selected ones of said switch means being actu 

10 
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ated so as to allot the positions of said first plurality of 
bits in accordance with the manner in which said data 
are interleaved. 

10. A memory module for use in a data processing 
system in accordance with claim 8 wherein said modifi 
able interconnections comprise a plurality of movable 
jumper connections, the arrangement of said jumper 
connections being selected so as to allot the positions of 
said first plurality of bits in accordance with the manner 
in which said data are interleaved. 


